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INTRODUCTION

Multiple linear regression is used
to estimate the relationship
between two or more independent

variables and one dependent

~ variable.

Dependent (outcome) : numerical

Independent (predictor) : 2 or more
numerical variables



INTRODUCTION

If independent variables are
combination of numerical and
categorical or categorical only -
General Linear Regression

Dependent (outcome) : numerical

Independent (predictor) : 2 or more
combination of numerical and

categorical or categorical only



SIMPLE LINEAR REGRESSION - ONLY ONE INDEPENDENT VARIABLE

Independent variable (x Dependent variable (y)

-l‘f?-

MULTIPLE LINEAR REGRESSION - MORE THAN ONE INDEPENDENT VARIABLES

Independent variables (x Dependent variable (y)

- = -




When to
apply

Multiple
Linear
Regression?

You can use multiple linear
regression when you want to
Rnow:

1. How strong the relationship is

between two or more independent

variables and one dependent variable

(e.g. how mother's height, weight and
age affect length of baby).
2.The value of the dependent variable at

a certain value of the independent
variables (e.g. the expected length of
baby at certain levels of mother's

height, weight and age)


https://www.scribbr.com/methodology/independent-and-dependent-variables/#independent
https://www.scribbr.com/methodology/independent-and-dependent-variables/#independent
https://www.scribbr.com/methodology/independent-and-dependent-variables/#dependent

Multiple Linear Regression Model

Y - BO + ﬁlxl +B2X2 +B3X3 = Y ann

Y = outcome

B, = intercept

B,

BB, = regression coefficient for independent variable
X, =independent variable



STEPS IN MULTIPLE LINEAR REGRESSION

Descriptive statistics

Simple linear regression (Univariable analysis)

Multiple linear regression (Multivariable analysis)

Checking multicollinearity & interaction (Preliminary final model)

Checking assumptions (final model)

Interpretation & presentation




@ Birthweight.sav [DataSet1] - IBM SPSS Statistics Data Editor
File Edit View Data Transform Analyze Graphs  Utilities Extensions Windc
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HE e FLB N SEFE
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£ & Headcirc & Length & Bitthweight & Ges

1 g w s EXAMPLE
2 1016 36 53 4.32
3 462 39 58 4.10
4 1187 38 53 407
5 553 37 54 3.94 Open dataset:
6 1636 38 51 3.93 . .
7 820 % 52 377 birthweight.sav
8 1191 33 53 365
9 1081 36 54 3.63
10 822 35 50 342
11 1683 33 53 3.3
12 1088 36 51 327
13 1107 36 52 3.23
14 755 33 53 3.20
15 1058 M 53 3.15
16
17
L This dataset contains information on new born babies and their
i‘: parents admitted in Hospital Kuala Lumpur. A researcher is
i; interested to determine the factors that are associated with the
2 length of baby.
25
26
27

{

Data View Vanable View




EXAMPLE

RQ: What are the_factors that associated with the length of baby?

Length of baby (DV) Factors (IV) _

e Mother's age
e Mother's height
e Mother's weight

Multiple Linear Regression _




STEP 1: DESCRIPTIVE STATISTICS

1.Data exploration and cleaning.

2.For categorical data, run the data by using Frequencies in SPSS.

3.For numerical data, run the data by using Descriptives/Explore in

SPSS.



Run frequencies for categorical data

Go to: Analyze > Descriptive statistics > Frequencies

R Bi ight.sav [DataSet1) - 1SS Statistic it .
3 Birthweight.sav [DataSet1] - IBM SPSS Statistics Data Editor 1-“& Frequennes
Eile Edit Miew Data Transform  Analyze Graphs  Utilities Extensions Window  Help

H ’.Ei g " ol | Power Analysis i !3“3']'9[5}
ekl & Baby ID [ID] & smoker
& Head circumference (cm) [Headcirc] & Low birthweight baby [lowbwt]

Statistics
Descrptive Statistics requencies

4}‘9 1] : t o
Bayesian Statistics (& Descriptives

Tables e & Length of baby (cm) [Length]
Compare Means R Cicastila & Birthweight (kg) [Birthweight]
%’"”‘1_'—:3’ “"‘“’:1'0“ | S TURF Analysis & Gestational age at birth (weeks) [G
;:ﬁ:;:;wnmear - [E Ratio & Matemal age [mage]

S BB+ Plots & Matemal height (cm) [mheight]

Correlate

@~ O b W k-

- & - Plots & Mother's pre-pregnancy weight (kg)
Loglinear » & Father's age [fage)

jf & Years father was in education [fedy

Classiy a0 & Number of cigarettes smoked per d
& Father's height (cm) [fheight)
& Number of cigarettes smoked per d

Neural Networks

Display frequency tables [[] Create APA style tables




smoker

Frequency Fercent  Valid Percent

YWalid Mon-smoker
sSmoker
Total

Low birthweight baby

Frequency Fercent YWalid Percent

Yalid Mot low bithweight
Low birthweight
Total

Mother aged over 35

Frequency Fercent Yalid Percent

Valid A A . a0 a0.5

Cumulative
Fercent

Cumulative
Fercent

Cumulative
FPercent
890.5
100.0




Run descriptive for numerical data

Go to: Analyze > Descriptive statistics > Descriptives/Explore

ta EBirthweight.sav [DataSet1] - IBM 5PSS Statistics Data Editor

Eile Edit Miew Data Transform  Analyze Graphs  Utilities Extensions Window  Help
H ".E' g r 1 Power Analysis H E""' 13 (

Repors »

Descriptive Statistics [E] Frequencies

Bayesian Statistics

rd

P ol
18 Descriptives

Descriptives
Z:b;t\ile Means = IT.KF"JT'! LHIERE
AE Crosstabs 4 & Head circumference (cm) [Headcirc]
o TURF Analysis , smoker & Length of baby (cm) [Length]
Gensializod Linaar Modala @B Rstio ow birthweight baby [lowbwt] & Birthweight (kg) [Birthweight]
Mixed Models > ;'p - & Mother aged over 35 [mage3s] & Gestational age at birth (weeks) [Gestation]
Comelate ) & Matemal age [mage]
Regression i - Plots & Matemal height {cm) [mheight]
Lgglinear & Mother's pre-pregnancy weight (kg) [mppwt]
& Father's age [fage]
& Years father was in education [fadyrs]
& Number of cigarettes smoked per day by father [fnocig]
& Father's height (cm) [fheight]
& Number of cigarettes smoked per day by mather [mnocig]

General Linear Model

B S O b k-

Neural Networks
Classify

= !

] Save standardized values as variables




Descriptive Statistics

M Minimum

Maximum

Mean

std. Deviation

Head circumference (cm)
Length of baby (cm)
Bithweight (kg)

Gestational age at birth
weeks)

Maternal age

Maternal height (cm)

Mother's pre-pregnancy
weight (kag)

Father's age

Years fatherwas in
education

Mumber of cigarettes
smoked per day by father

Father's height {cm)

Mumber of cigarettes
smoked per day by
mather

Valid M (listwise)

30
43

33

20

45

19
10

38
a8

45

43

78

46
16

a0

34.60
51.33
3.3129
39.19

28.71
164.45
57.50

28.90
13.67

17.19

180.50
9.43

2.400
2.936
60390
2.643

6.711
6.504
7.198

6.864
2.160

17.308

6.978
12.512




STEP 2: SIMPLE LINEAR REGRESSION (UNIVARIABLE ANALYSIS)

1.Do Simple Linear Regression analysis for each independent
variable:

e Mother's age

e Mother's height

e Mother's weight

2.At the end, choose variables with p-value < 0.25 and|or clinically
important.



Go to: Analyze > Regression > Linear

Tﬂ Birthweight.sav [DataSet1] - IBM SPSS Statistics Data Editor

Eile Edit View Data

HE O e

&0 & Heac

Transform

Graphs  Utilities

Power Analysis

Analyze

Reports
Descriptive Statistics
Bayesian Statistics
Tables
Compare Means
General Linear Model
Generalized Linear Models
Mixed Maodels
Correlate
Regression
Loglinear
Meural Networks
Classify
Dimension Reduction
Scale
Monparametric Tests
Forecasting
Sunaval
Muyltiple Response

B Missing Value Analysis
Multiple Imputation
Complex Samples

B Simulation...
Quality Contral
Spatial and Temporal Medeling
Direct Marketing

Extensions

Window Help

B il Q

& Geslation
44
40
41
44
42
38
40

& mage

[E Automatic Linear Modeling

Linear
Curve Estimation
[ Partial Least Squares
[ Binary Logistic...
3 Multinomial Logistic..
Ordinal
B Probit
[ Monlinear
[ Weight Estimation.
[l 2-Stage Least Squares
3 Quantile..
[ Qptimal Scaling (CATREG)

37
35




Length of baby vs Mother's age

@ Linear Regression @ Linear Regression: Statistics

Dependent 1atistics . .
& Baby D [ID] & Length of baby {cm) [Length] . Regression Coefficie. .. Model fit
k

£ Head circumference {cm) [Headcire] 1of 1
# Binhweight (kg) (Bitweight] [ Estimates [_]R squared change

& Gestational age at bith (weeks) [Gestation) Preyious

& Votemal 590 [mogo) Block 1 of 1 : [_] Confidence intervals ] Descriptives
& smoker [ Matemal age [mage] 1 )
]

# Matemal height (cm) [mheight] Brotstrap E [_]Part and partial correlations

& Mother's pre-pregnancy weight (kg) [mppwt

& Father's age [fage] ) . . - - . .
& Years father was in education [fedyrs) IE D Ca‘!a"ance matrix D Coumea"ty dlﬂgnﬂstmﬁ

&5 Mumber of cigarettes smoked per day by fath .
& Father's height (cm) [fheight] Residuals
@b Low birthweight baby [lowtwt]

5 Mother aged over 35 [mage35] D Durbln-watsun
&b Number of cigareties smoked per day by mot Iethod -
[[] Casewise diagnostics

Sglection Vanable
Case Labels

-
WLS Weight

Paste || Reset || Cancel|| Help Cancel

Coefficients?

Standardized
Unstandardized Coefficients Coefficients 95.0% Confidence Interval for B

B Std. Errar Beta iq. Lower Bound Upper Bound

(Constant) 60.461 1.400 57.631 63.291
Maternal age -.318 .043 -414 -.222
a. Dependent Variable: Length of baly (cm)

“.There is a significant relationship between mother's age and the length of baby.




Length of baby vs Mother's height

i Linear Regression

Dependent:
& Baby ID [ID] & Length of baby (cm) [Length]
& Head circumference (cm) [Headcirc) ek 1 of 1
& Birthweight {kg) [Birthweight]
& Gestational age at bith (weeks) [Gestation] Previous
& Matemal age [mage] Block 1 of 1
&b smoker ght (cm) [mheig
& Matemal height (cm) [mheight]
& Mother's pre-pregnancy weight (kg) [mppwi]
& Father's age [fage]
& Years father was in education [fedyrs]
&5 Number of cigarettes smoked per day by fath
& Father's height (cm) [fheight]
&5 Low birthweight baby [lowbwt]
&% Mother aged over 35 [mage35)
&5 Number of cigarettes smoked per day by mot Method:

Selection Variable
Case Labels

WLS Weight

Coefficients®

Unstandardized ients Coe s C nfidence Interval for B
Model B Std. Errar jeta ig. r Baund Upper Bound
1 (Constant) 16334 10.271 493 : : 36.093
Maternal height {cm) 2148 062
a. Dependent Variable: Length of baby (cm)

.“ There is a significant relationship between mother's height and the length
of baby.



Length of baby vs Mother's weight

[ £8 Linear Regression

& Baby ID [ID]

& Head circumference (cm) [Headcirc]

& Birthweight (kg) [Birthweight]

& Gestational age at bith (weeks) [Gestation]
& Matemal age [mage]

& smoker

& Matemal height {cm) [mheight]

& Mother's pre-pregnancy weight (kg) [mppwi]
& Father's age [fage]

& Years father was in education [fedyrs]

&5 Mumber of cigarettes smoked per day by fath
& Father's height (cm) [fheight]

& Low birthweight baby [lowbwi]

&b Mother aged over 35 [mage35)

&5 Mumber of cigarettes smoked per day by mot

Dependent:
= & Length of baby (cm) [Length]
Block 1 of 1
Previous
Block 1 of 1
¥ Mother's p

Method:

Selection Variable
'Y

Case Labels

WLS Weight
h

nstandardized Coefficients

Maodel B Std. Errar

"

“. There is a significant relationship between mother's pre-pregnancy weight

(Constant) 41.9496

Mother's pre-pregnancy 62
weight (ko)

a. DependentVariahle: Length of baby (cm)

and the length of baby.

3.427

aund
35.070
043

o Confidence Interval far B

Upper Bound




Table 1: Associated factors of the length of baby by Simple Linear
Regression

Variable Simple Linear Regression
b* (95% CI) p-value
Mother’s age -0.32 (-0.41,-0.22) <0.001

Mother’s height (cm) 0.22 (0.09,0.35) 0.001
Mother’s pre-pregnancy weight (kg) 0.16 (0.04,0.28) 0.009




STEP 3: MULTIPLE LINEAR REGRESSION
(MULTIVARIABLE ANALYSIS)

1.Variables selection can be done by using following methods:
e Forward
e Backward
e Stepwise

2. Perform all the methods and select the model with all
variables significant as the preliminary main effect model.



Go to: Analyze > Regression > Linear

Tﬂ Birthweight.sav [DataSet1] - IBM SPSS Statistics Data Editor

Eile Edit View Data

HE O e

&0 & Heac

Transform

Graphs  Utilities

Power Analysis

Analyze

Reports
Descriptive Statistics
Bayesian Statistics
Tables
Compare Means
General Linear Model
Generalized Linear Models
Mixed Maodels
Correlate
Regression
Loglinear
Meural Networks
Classify
Dimension Reduction
Scale
Monparametric Tests
Forecasting
Sunaval
Muyltiple Response

B Missing Value Analysis
Multiple Imputation
Complex Samples

B Simulation...
Quality Contral
Spatial and Temporal Medeling
Direct Marketing

Extensions

Window Help

B il Q

& Geslation
44
40
41
44
42
38
40

& mage

[E Automatic Linear Modeling

Linear
Curve Estimation
[ Partial Least Squares
[ Binary Logistic...
3 Multinomial Logistic..
Ordinal
B Probit
[ Monlinear
[ Weight Estimation.
[l 2-Stage Least Squares
3 Quantile..
[ Qptimal Scaling (CATREG)

37
35




METHOD: FORWARD (Automatically enters the IMPORTANT independent
variable into the model)

& Linear Regression

Dependent:
& Baby ID [ID] % & Length of baby (cm) [Length]
& Head circumference (cm) [Headcirc) Block 1 of 1
& Birthweight (kg) [Birthweight]
& Gestational age at birth (weeks) [Gestation] Previous
& Matemal age [mage] Block 1 of 1

& smoker & Matemal age [mage]

& Matemal height (cm) [mheight] & Matemal height (cm) [mheight]

& Mother's pre-pregnancy weight (kg) [mppwi] & Mother's pre-pregnancy weight (kg) [mppwi]
& Father's age [fage]

& Years father was in education [fedyrs]

&> Number of cigarettes smoked per day by fath...

& Father's height (cm) [fheight]

&b Low birthweight baby [lowbwt]

& Mother aged over 35 [mage35)

&> Number of cigarettes smoked per day by mot... Method: ] Select Forwa rd

Selection Variable:

Case Labels:

WLS Weight:



METHOD: FORWARD

Excluded Variables®

Fartial
Madel Beta In . Correlation

Maternal height (cm) 16" 004 444

Mother's pre-pregnancy 267" 2576 381
weight (ka)
Mother's pre-pregnancy 08¢ 125
weight (kg)

a. DependentVariable: Length of baby (cm)

h. Predictors in the Model: (Constant), Maternal age

c. Predictors in the Model: (Constant), Maternal age, Maternal height (cm)

Coefficients?

standardized

Lnstandardized Coefficients Coefficients 95.0% Confidence Interval for B

Madel E std. Error Beta ig. Lower Bound  Upper Bound
1 (Constant) 60.461 1.400 43.182 . 5763 63.29
Maternal age -.318 048 2 Wit ) -414

=772
(Constant) 15959

189738 5218
Maternal age 04! 1.303 } - 372 -1
Maternal height (cm) A4 046 3.09¢ 004 049

a. Dependent Variakle: Length of baby (cm)

Mother's age and height are significant.



METHOD: BACKWARD (Automatically removes the UNIMPORTANT
independent variable out of the model)

& Linear Regression

Dependent:
& Baby ID [ID] " & Length of baby (cm) [Length]
& Head circumference (cm) [Headcirc] Block 1 of 1
& Birthweight (kg) [Birthweight]
& Gestational age at birth (weeks) [Gestation] Previous
& Matemal age [mage] Block 1 of 1

&) smoker & Matemal age [mage]

& Matemal height (cm) [mheight] & Matemal height (cm) [mheight] Bootstrap
& Mother's pre-pregnancy weight (kg) [mppwi] & Mother's pre-pregnancy weight (kg) [mppwt]

& Father's age [fage]

& Years father was in education [fedyrs]

@) Number of cigarettes smoked per day by fath. ..

& Father's height (cm) [fheight]

@) Low birthweight baby [lowbwt]

3_1 Mother aged_ over 35 [mage35] SQIQCt BaCIQWH rd
&> Number of cigarettes smoked per day by mot... Method:

Selection Variable:

Case Labels:

WLS Weight:



METHOD: BACKWARD

Excluded Variables®

Maodel

2 Mother's pre-pregnancy 108"
weight (ka)

a. Dependent Variahle: Length of baby (cm)

b. Predictors in the Model: (Constant), Maternal age, Maternal height (cm)

Maodel
1 (Constant)
Maternal age
Maternal height (cm)
Mother's pre-pregnancy
weight (ka)
(Constant)
Maternal age
Maternal height (crm) A4 046

a. DependentVariable: Length of baby (cm)

Mother's age and height are significant.

129

95.0% Confidence Interval for B

Lower Bound
20.970

-.372

-016

-.068

Upper Bound
56677
-.180




METHOD: STEPWISE (The procedure adds or removes independent variables
one at a time using the variable’s statistical significance)

) ﬁ Linear Regression

Dependent:
& Baby ID [ID] ™ & Length of baby (cm) [Length]
& Head circumference (cm) [Headcirc] Block 1 of 1
& Birthweight (kg) [Birthweight]
& Gestational age at birth (weeks) [Gestation] Previous
& Matemal age [mage] Block 1 of 1

&) smoker & Matemal age [mage]

& Matemal height (cm) [mheight] & Matemal height (cm) [mheight] Bootstrap
& Mother's pre-pregnancy weight (kg) [mppw] & Mother's pre-pregnancy weight (kg) [mppwt]

& Father's age [fage]

& Years father was in education [fedyrs]

&> Number of cigarettes smoked per day by fath. ..

& Father's height (cm) [fheight]

@b Low birthweight baby [lowbwt]

&b Mother aged over 35 [mage35]

&> Number of cigarettes smoked per day by mot... Method: ! SeleCt StepWise

Selection Vanable:

Case Labels:

WLS Weight:



METHOD: STEPWISE

Excluded Variables®

Fartial
Madel Beta In 1 . Carrelation

Maternal height {cm) 316" 3.094 004 444

Mother's pre-pregnancy 2670 2576 38
weight (ka)

Mother's pre-pregnancy 08¢ 749 125
weight (kg)

a. DependentVariable: Length of baby {(cm)
h. Predictors in the Model: (Constant), Maternal age

c. Predictors in the Model: (Constant), Maternal age, Maternal height (cm)

Coefficients®

Standardized
LInstandardized Coefficients Coefficients

Maodel } Std. Error Beta in. Lower Bound
1 (Constant) i0.46 1.400 43182 : 57.631
Maternal age g 048 T2 -6.691
(Constant) 36,95 8.0149 4484
Maternal age 045 6,303
Maternal height (cm) A4 046 3.004
a. Dependent Variable: Length of baby (cm)

Mother's age and height are significant.



 During this step, mother's age and height were found to be
significant in all methods.

e Run the model once again using 'Enter’' method by using the
chosen variables.

Coefficients®

Standardized
LInstandardized Coefficients Coefficients 95 0% Confidence Interval for B
Madel B Std. Error Beta Lower Bound  Upper Bound
1 (Constant) 35.958 B.019 19.738 52.180
Maternal age -.282 045 - G4 - -.372 =191
Maternal height (cm) 43 048 00 .0449 236

a. Dependent WVariable: Length of baby (cm)

e This will be the preliminary main effect model.




STEP 4: CHECKING MULTICOLLINEARITY

1.Multicollinearity occurs when independent variables in a
regression model are correlated.

2. This correlation is a problem because independent variables
should be independent.

3.If the degree of correlation between variables is high enough,
it can cause problems when you fit the model and interpret the
results.

4. There is a high chance of getting inaccurate p-values and wide
confidence interval of regression coefficient.



STEP 4: CHECKING MULTICOLLINEARITY

5. Multicollinearity can be checked by using Variance Inflation
Factor (VIF).

6. If VIF is more than 10, then there is a multicollinearity
amongst independent variables.



Go to: Analyze > Regression > Linear

#3 Linear Regrassion

ST ?A E!;P‘-‘"dem' ll @ Linear Regression: Statistics
[ Length of b Length
W ln] engi 3b‘f tC I'ﬂ) I E.‘I'lg‘f ]

& Head circumference (cm) [Headcirc) lock 1 of 1 . .
& Birthweight (kg) [Bithweight] Regression Coefficie. . Model fit
- i Previous dext

Dsimass IR sovaredchange
& smoker & Matemal age [mage] Confidence intervals I:l Descriptives

& Matemal height (cm) [mheight] & Matemal height (cm) [mheight] o
& Mother's pre-pregnancy weight (kg) [mppwt]
& Father's age [fage] L 1
& Years father was in education [fadyrs] m D Covariance E' ollinearity diagnostics
&5 Number of cigarettes smoked per day by fath T
& Father's height (cm) [fheight] Residuals
& Low bithweight baby [lowbwi]
&b Mather aged over 35 [mage35)] D Durbin-Watson
&b Number of cigarettes smoked per day by mot Method B

Level(%): |95 [[] Part and partial correlations

[] Casewise diagnostics
Selection Vanable:

Case Labels:

WLS Weight

“ Paste ] | Reset ”tiar‘.cel” Help ]

Continue ekl ” Help ‘

Coefficients®

Standardized
Lnstandardized Coeflicients Coefficients 95 0% Confidence Interval for B Collinearity Statistics

B Std. Error Beta t Sig. Lower Bound  UpperBound  Tolerance VIF
(Constant) 359548 8.019 4.484 =.001 18.738 52.180
Maternal age -.282 045 - 644 -6.303 =001 -.372 =191
Maternal height (cm) 143 .046 316 3.084 .004 0449 236
a. Dependent Variable: Length of baky (cm)

The values of VIF for both variables are less than 10. There is no
multicollinearity problem in this model.




STEP 4: CHECKING INTERACTION

1.An interaction effect occurs when the effect of one variable
depends on the value of another variable.

2.The interaction terms need to be biologically meaningful.
3.The interaction term needs to be computed in SPSS and then
added to the model as an independent variable. If you have more

than one interaction term, add to the model one by one.

4.If the interaction term is statistically significant, include the
term in the model.



Go to: Transform > Compute variable

T'..'B Birthweight.sav [DataSet1] - IBM SPSS Statistics Data Editor
Data

- g

Eile Edit

44 : smoker

1
2
3
4
5
6
7
8
9

ok wh mh | wmh owh omk mk | mk
@ = R W RN - D

View

&1

[E Count Values within Cases...

135 Shift Values

101 [& Recode into Same Variables. ..

46 [F] Recode into Different Variables

11

: [ Automatic Recode...
5

1;3 E3 Create Dummy Variables
g2 [M Visual Binning

119 i Optimal Binning. .
108 prepare Data for Modeling
B2

168 B4l Rank Cases

108 f Date and Time Wizard...

110 [ Create Time Series..

S ag Replace Missing Values

B

105
= @ Random Number Generators..

59 @
808

Utilities

Extensions

& fnocig

age_height

& eight

& Gestational age at birth (weeks) [Gestation]
& Matemnal age [mage]

o smaker

 Matemal haight {cm) [mheight]

& Mother's pre-pregnancy winght (kg) [mppwt]
& Father's age [fage]

& Yuars father v ducation [fedyrs]

@b Numbe wites smoked per day by

& Father's height [em) [Meight]

s Low bartiweight baby [lowbwi]

[ |{optional case selection condition)

& lowbwt
Mot low birthwei
Mot low birthwe...
Mot low birthwei...
Mot low birthwei

4 Not low birthwei
Mot low birthwe...
Mot low birthwei
Mot low birthwei
Mot low birthwei
Mot low birthwe...
Mot low birthwei
Mot low birthwei
Mot low birthwei...
Nat low birthwei...

& mage35
Aged < 35
Aged < 35
Aged 35+
Aged < 35
Aged < 35
Aged < 35
Aged < 35
Aged < 35
Aged < 35
Aged < 35
Aged < 35
Aged < 35
Aged < 35
Aged < 35

& mnocig

& age_height
4050.00
4446.00
3440.00
3828.00
4550.00
4455.00
4396.00
3960.00
4988.00
3611.00
4428.00
3528.00
4592.00

mage*mheight




Go to: Analyze > Regression > Linear

| m Linear Regression

Dependent:
& Baby ID [ID] & Length of baby (cm) [Length]
& Head circumference (cm) [Headcirc] Block 1 of 1

& Birthweight (kg) [Birthweight)

& Gestational age at birth (weeks) [Gestation) Previous

& Matemal age [mage) Block 1 of 1

& smoker & Matemal age [mage]
& Matemal height (cm) [mheight) & Matemal height (cm) [mheight]
& Mother's pre-pregnancy weight (kg) [mppwt) :

& Father's age [fage)

& Years father was in education [fedyrs)

& Number of cigarettes smoked per day by fath

& Father's height (cm) [fheight]

&> Low birthweight baby [lowbwt]

&5 Mother aged over 35 [mage35]

& Number of cigarettes smoked per day by mot Method

& age_height

add interaction term

Selection Variable

Case Labels

WLS Weight:



Coefficients”

Standardized
Unstandardized Coefficients Coefficients §5.0% Confidence Interval for B
Maodel = Std. Errar Beta Lower Bound  Upper Bound
1 (Constant) 32127 34224 83! -37.156 101.411
Maternal age 63 1.121 842 -2.422 2116

Maternal height (cm) V66 2049 368 -.2687 ABg

age_height -.001 007 = 40! -4 013

a. DependentVariable: Length of baby (cm)

The interaction age_height is not statistically significant
(p=0.909). Thus, remove the interaction term from the analysis.



STEP 5: CHECKING ASSUMPTIONS

Assumptions

How to check?

1.Independent observation

Done during design stage

2.0verall linearity,

Scatter plot between residuals and
predicted values (XP - YR)

3.Homoscedasticity
(Equal variances)

Scatter plot between residuals and
predicted values (XP - YR)

4 Linearity of each independent variable

Scatter plot residual vs each independen
variable (XI - YR)

t

|

5.Residuals should be approximately
normally distributed

Histogram with overlaid normal curve of
residuals

W




Checking assumption: Overall linearity & Homoscedasticity

Go to: Analyze > Regression > Linear

?ﬂ Birthweight.sav [DataSet1] - IBM SPSS Statistics Data Editor
Eile Edit View Data Graphs

1=H % g ol Power Analysis b4

Transform Utilities  Extensions Window Help

B ield Q

Analyze

& Heac

Reparts

Descriptive Statistics
Bayesian Statistics
Tables

Compare Means
General Linear Model
Generalized Linear Models
Mixed Models
Correlate
Regression
Loglinear

Neural Networks
Classify

Dimension Reduction
Scale
Monparametric Tests
Forecasting

Surnaval

Multiple Response

B2 Missing Value Analysis

Multiple Imputation
Complex Samples

& Simulation...

Quality Contral
Spatial and Temporal Medeling
Direct Marketing

& Gestation
44
40
41
44
42
38
40

& mage

[E Automatic Linear Modeling

Linear
[ Curve Estimation
EH Partial Least Squares
[ Binary Logistic...
X Multinomial Logistic..
Ordinal
B8 Probit
E nonlinaar
[ Weight Estimation..
[l 2-Stage Least Squares
53 Quantile. ..

& Optimal Scaling (CATREG)




13 Linear Regression

& Baby ID [ID]

& Head circumference (cm) [Headeire]

& Birthweight (kg) [Birthweight]

& Gestational age at birth (weeks) [Gestation]
& Matemal age [mage)

& smoker

& Matemal height (cm) [mheight)

& Mather's pre-pregnancy weight (kg) [mppwt]
& Father's age [fage]

& Years father was in education [fedyrs]

&5 Number of cigarettes smoked per day by fath
& Father's height (cm) [fheight]

&> Low birthweight baby [lowbwi]

&b Mather aged over 35 [mage35]

&> Number of cigarettes smoked per day by mot

Dependent:
& Length of baby (cm) [Length]
ck 10f1
Previous

Block 1 of 1

X

Statistics

m Linear Regression: Save

Predicted Values

& Matemal age [mage]

| Matemal height (cm) [mheight]

Bootstrap

Method:

Selection Vanable
[

Case Labels
-,

WLS Weight
-»

|Easl? |Besel |Can-:.e| | Help |

& mage35 & mnocig
Aged < 35
Aged < 35
Aged 35+
Aged < 35
Aged < 35
Aged <35
Aged < 35
Aged <35
Aged < 35
Aged < 35
Aged < 35
Aged < 35
Aged < 35
Aged < 35
Aged < 35

P 2 o o 0 0 0 0 0000 0oc0oo

& PRE_1

52 02945
53.03179
5486410
54.58620
53 60243
51.89421
50.47132
52.73904
52 32962
51.87936
51.75155
54.01185
51.46995
50.46761
53 58758
g=30)

# RES_1
397055
-03179
313580

-1.58520
39757

- 89421
152868
26096
167038
-1.87936
124845
-3.01185
53005
253239
- 58758

[~] Unstandardized

O Adjusted
[C] S.E. of mean predictions

Distances

[J Mahalanobis
[ Cook's

[ Leverage values

Prediction Intervals

] Mean [] Individual

Confidence Interval:

Coefficient statistics
[] Create coefficient statistics
®

o
File

Export model information to XML file

[ Studentized

[] Deleted

[ Studentized deleted
Influence Statistics

[] DBetas

[[] Standardized DfBetas
O ofFits

[[] Standardized DfFits
[ Covariance ratios

| [Elrcﬁse |

Include the covariance matrix

l Cancel H Help |




Go to: Graph > Legacy Dialogs > Scatter/Dot

Data Editor

lyze  Graphs  Utilities Extensions Window Help

"F i) Chart Builder. . . ||%] ';D li‘ Q

Graphboard Template Chooser...

sl Weibull Plot.
mppwt [ & fnocig & theight
Compare Subgroups 35

Regression Variable Plots 0 @ Scatter/Dot
Legacy Dialogs Bar...

b £D 14 .
| 3-
66 30 12 3-D Bar Simple

61 31 16
31 16 B Area

61 21 10 EHPie.

20 12
&% High-Low___
48 2 1 Bl High-Low

62 37 14 [ Boxplot...
53 29 16 [il] Error Bar. ..

° 16 [ Population Pyramid

55 25
Scatter/Dot
60 30

54 39 10 Histogram._ .

B Line.. Scatter

Overlay
Scatter




@ Simple Scatterplot

& Baby ID [ID]

& Head circumference (cm) [Headcirc]
& Length of baby (cm) [Length]

& Birthweight (kg) [Birthweight]

& Gestational age at birth (weeks) [Gest
& Matemal age [mage]

&> smoker

& Matemal height (cm) [mheight]

& Mother's pre-pregnancy weight (kg) [...

& Father's age [fage]
& Years father was in education [fedyrs]

&> Number of cigarettes smoked per day...

& Father's height (cm) [fheight]
&> Low birthweight baby [lowbwi]
&> Mother aged over 35 [mage35)

&> Number of cigarettes smoked per day .

Template
[C]Use chart specifications from:
File

Y Axis:
@3 Unstandardized Residual [RES_1]

X Axis:
& Unstandardized Predicted Value [PRE_1]

Set Markers by:
-

Label Cases by:
-

Panel by

Rows:

-

BN

Columns:




Double click the plot and click

Unstandardized Residual

4750000

Unstandar:

=
2
8
4
3
N
5
5
5

47.50000 50.00000 52.50000 55.00000

Unstandardized Predicted Value




3
g
5
g
5

4750000 50.00000 5250000 55.00000

Unstandardized Predicted Value

Linearity:
If there is a peculiar shape of concavity or convexity, then assumption is NOT
MET.

Since there is no peculiar shape, linearity assumption is MET.



3
g
5
g
5

4750000 50.00000 5250000 55.00000

Unstandardized Predicted Value

Homoscedasticity (Equal variance):
If there is a peculiar shape of divergence or convergence or fan-shape, then

assumption is NOT MET.

Since there is no peculiar shape, homoscedasticity assumption is MET.



Example of non-linear
relationship

Homoscedasticity

Copyright 2014, Laerd Statistics.



Checking assumption: Linearity of each independent variable

Go to: Graph > Legacy Dialogs > Scatter/Dot

Data Editor
lyze  Graphs  Utilities Extensions Window Help
%= il Chart Builder. .. 4] @ E Q
. Graphboard Template Chooser... (14
— Weibull Plot... & frocia 7 hoigt
Compare Subgroups 35
Regression Variable Plots 0 @ Scatter/Dot

Legacy Dialogs Bar ...

20 14

30 12 3D Bar... Simple
31 16 B Line Scatter
$ 16 WA Overla
20 12 Scatter

High-Low.._

22 14

29 16 [ill Error Bar...
16 [ Population Pyramid

25
Scatter/Dot

30
Histogram. ..

39 10




Mother's age vs Residual

m Simple Scatterplot

Y Axis:
& Baby ID [ID] @ & Unstandardized Residual [RES_1]
& Head circumference (cm) [Headcirc) X Asis:

f Length of baby {cm) [Length] W

& Birthweight (kg) [Birthweight]

& Gestational age at birth (weeks) [Gest Set Markers by
& smoker -

& Matemal height (cm) [mheight) Label Cases by
& Mother's pre-pregnancy weight (kg) [ -

& Father's age [fage]

& Years father was in education [fedyrs] Panel by

&5 Number of cigarettes smoked per day Rows:

& Father's height (cm) [fheight]

& Low birthweight baby [lowbwt]

& Mother aged over 35 [mage35]

& Number of cigarettes smoked per day o

& Unstandardized Predicted Value [PR
Columns

Template
[J Use chart specifications from:
Eile




Double click the plot and click

Unstandardized Residual

=
2
8
4
g
N
g
5
5

30

Maternal age

There is no peculiar shape, linearity assumption is MET.



Mother's height vs Residual

@ Simple Scatterplot

Y Axis:
& Baby ID [ID] @f Unstandardized Residual [RES_1]
& Head circumference (cm) [Headcirc]

& Length of baby (cm) [Length] L E;xls. = =

& Birthweight (kg) [Birthweight] MR e ) DO EiGH
& Gestational age at birth (weeks) [Gest Set Markers by:

& Matemal age [mage] &
&5 smoker

& Mother's pre-pregnancy weight (kg) [... -
& Father's age [fage]

& Years father was in education [fedyrs) Panel by

&> Number of cigarettes smoked per day... Rows:
& Father's height (cm) [fheight]

&> Low bithweight baby [lowbwt]

&> Mother aged over 35 [mage35)

&5 Number of cigarettes smoked per day... W
& Unstandardized Predicted Value [PR...

Label Cases by:

Columns:

Template
[]Use chart specifications from:
File




Double click the plot and click

Unstandardized Residual

3
B
5
g
5

Maternal height (cm)

There is no peculiar shape, linearity assumption is MET.



Checking assumption: Normality distribution of residuals

Go to: Graphs > Legacy Dialogs > Histogram

ditor
Graphs  Utilities Extensions Window Help
= gl Chart Builder... A] @ E Q
8 Graphboard Template Chooser & H
Weibull Plot._. = & mage
Compare Subgroups 44 20
Regression Vanable Plots 40 19
Legacy Dialogs Bar
: 3-D Bar...
51 _ B Line...
B Area. .
B Pie
High-Low ...
Boxplot...
[ii] Error Bar...
7 Population Pyramid. ..
B Scatter/Dot...
Histogram...
39




Iri Histogram

Variable:
& Length of baby (cm) [Length] | ¥ & Unstandardized Residual [RES_1]

[ Display normal curve

& Bitthweight (kg) [Birthweight]

& Gestational age at birth (weeks) [
& Matemal age [mage] Panel by

&> smoker Rows:

& Matemal height (cm) [mheight]

& Mother's pre-pregnancy weight (k...

& Father's age [fage]

& Years father was in education [fe...

& Number of cigarettes smoked per...

& Father's height (cm) [fheight]

& Low birthweight baby [lowbw]

&5 Mother aged over 35 [mage35) e« 4 G1EAS
&b Number of cigarettes smoked per... _ S Dev.+1 80693
& Unstandardized Predicted Value ... + =

Template
[] Use chart specifications from:
File

00000 2.00000 4.00000

Unstandardized Residual

Residuals are normally distributed. Assumption

is met.



STEP 6: INTERPRETATION AND PRESENTATION

Coefficients?

Standardized
Linstandardized Coefficients Coefficients 95.0% Confidence Interval for B

Model B Std. Error Beta ig. Lower Bound  Upper Bound

1 (Constant) 35.959 8.019 19.738 52180

Maternal age -.282 045 - G4 - =372 =191
Maternal height (crm) 143 046 .00 0449 236
a. Dependent Variahle: Length of baby (cm)

Run the final model. All the assumptions were checked and MET.



STEP 6: INTERPRETATION AND PRESENTATION

Table 2: Factors associated with the length of baby in HKL (n=42)

Variable Simple Linear Regression Multiple Linear Regression

b? (95% CI) p-value b® (95% CI) p-value
Mother’s age -0.32 (-0.41,-0.22) <0.001 -0.28 (-0.37,-0.19) <0.001
Mother’s height (cm) 0.22 (0.09,0.35) 0.001 0.14 (0.05,0.24) 0.004
Mother’s pre-pregnancy weight (kg) 0.16 (0.04,0.28) 0.009 - -

@ Crude regression coefficient

bAdjusted regression coefficient

All model assumptions are fulfilled.

No multicollinearity problem detected and there were no interaction among the independent variables.
Coefficient of determination (R?) = 0.621

Final model equation:
Length of baby = 35.96 — (0.28"mother’s age) + (0.14*mother’s height)




STEP 6: INTERPRETATION AND PRESENTATION

 There is a significant linear negative relationship between mother's age
and the length of baby. For every one-year increase in the mother's age,
the baby's length is 0.28 cm lower. (adjusted b = -0.28; 95% ClI
-0.37,-0.19; p<0.001)

 There is a significant linear positive relationship between mother's height
and the length of baby. For every 1 cm increase in the mother's height,
the baby's length increases by 0.14 cm. (adjusted b = 0.14; 95% Cl
0.05,0.24; p=0.004)

e 62.1% of the variation in the length of baby is explained by mother's age
and height according to the multiple linear regression model (R°= 0.621).
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